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Abstract: In this study, numerical simulations of acoustic propagation using a 3-D
parabolic equation based model are presented. The calculations are performed on a
massively parallel computer with two parallelization levels in order to reduce CPU
times for broadband and CW signal propagation. The parallelization procedure is de-
scribed in detail. Both speedup and efficiency are investigated. CPU times are given
for the 3-D ASA wedge benchmark. The parallelized code is then applied to a realistic
environment problem involving both sound speed profiles and bathymetry data sets.
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1. INTRODUCTION

In most realistic oceanic problems, the three-dimensional (3-D) environmental vari-
ability is weak enough to allow 2-D models to correctly predict sound propagation.
However, for some particular environments involving bathymetric slopes or horizon-
tal sound speed gradients, it has been demonstrated experimentally and numerically
[1, 2] that 3-D effects can be significant. Fully 3-D models are then needed. Among
them, parabolic equation (PE) based models give good results for some benchmark
problems. The main drawback is that they can be highly computational time con-
suming, especially for broadband calculations and/or for long-range paths where the
3-D effects are clearly accentuated. The aim of this work is to solve realistic acousti-
cal propagation problems that were unreachable in reasonable CPU time until now.
Numerical simulations are carried out using the 3-D parabolic equation based model
3DWAPE [3, 4, 5] on a massively parallel computer providing a high computational
efficiency. The Message-Passing Interface (MPI) communication library is used. In
Sec. 2, the 3DWAPE model and its numerical resolution are presented. Section 3
describes the multiprocessing implementation and a validation with CPU-time results
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Figure 1: Resolution schemes for (a) Eq. (1) and (b) Eq. (2).

for the ASA 3-D wedge benchmark. In Sec. 4, an example of realistic oceanic envi-
ronment in the Mediterranean sea is given. Significant 3-D effects are shown.

2. DERIVATION OF THE 3-D PE BASED CODE 3DWAPE

The 3DWAPE model considers a multilayered waveguide composed of one water
layer and one or several fluid sedimental layers. The geometry of each layer is fully
three-dimensional. Cylindrical coordinates are used where r, θ, and z, represent
respectively the horizontal range, the azimuthal angle, and the depth below the ocean
surface. The model calculates the acoustic field ψ = ψ(r, θ, z; ω) in the frequency
domain satisfying a 3-D parabolic equation splitted as following
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with nα(r, θ, z) the complex index of refraction, k0 = ω/cref with cref a reference sound
speed, and np the number of Padé terms. The acoustic field is related to the acoustic

pressure by P (r, θ, z; ω) = H
(1)
0 (k0r)×ψ(r, θ, z; ω) where H

(1)
0 denotes the zeroth-order

Hankel function of the first kind. Equations (1)-(2) are solved successively at each
range step. For a N×2-D computation, only Eq. (1) is considered: A Crank-Nicolson
integration in range and an accurate finite-element Galerkin method in depth are used.
Let N and M denote respectively the number of mesh points in depth and in azimuth.
At each range step, a N×2-D computation requires the inversion of M algebraic linear
systems of order N , which corresponds to the acoustic field calculation at successive
adjacent azimuths θ1, θ2, . . . , θM , as shown in Fig. 1(a). For a 3-D computation, both
Eq. (1) and Eq. (2) must be solved. The azimuthal coupling part handled by Eq. (2) is
then discretized using higher-order finite-difference schemes in azimuth, coupled with
a Crank-Nicolson type range-stepping procedure. At each range step, the azimuthal
coupling part requires the inversion of N algebraic linear systems of order M . As
shown in Fig. 1(b), this now corresponds to the acoustic field calculation at successive
fixed depths z1, z2, . . . , zN . The pulse response at a specific receiver is obtained via
a Fourier transform of the frequency-domain solution using
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where Ŝ(ω) is the source spectrum.

3. MULTIPROCESSOR IMPLEMENTATIONS

The total number of arithmetic operations depends roughly linearly on np (number
of Padé terms) and on the numbers of discrete ranges, depths, and azimuths. Ideally,
in a parallel calculation, the CPU times are inversely proportional to the number of
processors used. The parallelization strategy chosen in this study consists in separat-
ing two principal levels in the distribution of the calculations. Suppose P processors
are used. Classically, the speedup is defined as the time to complete an algorithm
with only one processor divided by the time to complete the same algorithm with P
processors. The efficiency is defined as the ratio of the speedup over P .

The first parallelization level is specially dedicated to handle efficiently broadband-
signal propagation. Computing the time signal at a given receiver requires to perform
the following steps: First, the source pulse is decomposed using a Fourier transform.
Then the 3-D propagation problem is solved independently at each frequency on
different processors. At the end of all the calculations, the frequency-domain solutions
at the desired receiver position are collected by only one processor in order to perform
an inverse Fourier transform. Note that the communications between processors occur
only at the beginning and at the end of the whole process. Communication time
is negligible and good performances are thus expected. For instance, if all the P
processors are dedicated to the first level, an efficiency close to 100 percent is expected.

The second parallelization level is dedicated to accelerate the calculations at a
given frequency. Suppose the acoustic field is known at a given range r. As explained
in the previous section, the computation of the solution at the next discrete range
r + ∆r is achieved in two steps corresponding to the N×2-D part and the azimuthal
coupling part. The first step requires inverting M algebraic linear systems (Fig. 1(a)).
The strategy consists in distributing these inversions on different processors. Once
this first step is accomplished, the results of each single processor are re-distributed
on the other processors to get prepared for the azimuthal coupling part. The same
strategy is then used to invert the N linear systems of the second step (Fig. 1(b)). The
results need to be re-distributed between processors before starting the computation
at the next discrete range. For this second parallelization level, the efficiency may be
limited due to non-negligible communication times.

Both parallelization levels can be combined. Note that several numerical param-
eter values (e.g. ∆r, ∆θ, ∆z) depend on the acoustic wavelength. Thus, in order
to optimize our parallel calculations, a classical strategy is used to equilibrate the
processor workload by using a cyclical repartition of all the frequencies.

The parallelized version of the 3DWAPE code has been validated on several three-
dimensional benchmarks [6]. We show here some results for the ASA 3-D wedge
shaped waveguide. The source pulse is centered at 25 Hz with a 40 Hz-bandwidth
which is decomposed in 281 discrete frequencies. A calculation at 25 Hz requires
M = 3240 azimuthal points and N = 500 depth points. The parallel machine used
is a HP SC45 cluster with 214 nodes, each of which contains 4 processors running



at 1.25 GHz and 4 GB of RAM. The maximum computation depth is 1000 m. The
reader is referred to Ref. 5 for a detailed description of the relevant benchmark. We
present in Table 1 CPU times corresponding to a calculation at 25 Hz and 25 km-
range and Table 2 shows the results for the source pulse propagated at 16 km-range.
Good performances are obtained. Note that, as expected, the first parallelization
level (Tab. 2) provides a better efficiency than the second one (Tab. 1) since fewer
communications between processors are required: with 64 processors, a 76 %-efficiency
is provided by the first parallelization level whereas the second parallelization level is
around 50 to 60 %.

Number of Processors 1 2 4 8 16 32 64
N×2-D CPU time (s) 1245.73 599.61 289.90 143.60 80.67 47.28 34.09
N×2-D speedup 1 2.08 4.30 8.67 15.44 26.35 36.54
N×2-D efficiency 1 1.04 1.07 1.08 0.97 0.82 0.57
3-D CPU time (s) 3121.54 1324.31 596.57 401.60 244.76 142.55 100.13
3-D speedup 1 2.36 5.23 7.77 12.75 21.90 31.17
3-D efficiency 1 1.18 1.31 0.97 0.80 0.68 0.49

Table 1: 3-D ASA wedge benchmark results at a single frequency (f = 25 Hz).

Nb. of Proc. 1 2 4 8 16 32 64
4-D CPU t(s) 125992.9 62339.03 34412.10 16926.89 8789.89 4424.57 2583.64
4-D speedup 1 2.02 3.66 7.44 14.33 28.48 48.77
4-D efficiency 1 1.01 0.92 0.93 0.90 0.89 0.76

Table 2: 3-D ASA wedge benchmark results for the pulse propagation.

4. COMPUTATIONS IN A REALISTIC ENVIRONMENT

Realistic numerical simulations are possible using some classical geophysical mod-
els for the ocean bathymetry and the sound speed profiles. We illustrate the feasibility
of the procedure by focusing on an example in the Mediterranean sea close to the East
coast of Corsica (Fig. 2). The Smith and Sandwell data set [7] is used in the follow-
ing calculations providing an average sampling of 2’ (i.e. approximately 1.4 km in
longitude and 1.8 km in latitude in this region). The GDEM-V data set [8] with a
30’ resolution is used to include the 16 sound speed profiles in the region of interest.

A 15 Hz-CW point source is located at 30 m-depth, +42.5◦-latitude and +9.7◦-
longitude. Transmission losses (horizontal slices at 30 m-depth and vertical slices at
90◦-azimuth) corresponding to N×2-D and 3-D calculations are shown in Figure 3.
At first look, the N×2-D and 3-D solutions seem quite similar by just looking at the
horizontal slices. However a closer comparison of these two subplots shows discrep-
ancies mainly in the vicinity of θ = 90◦. The vertical slices confirm the significant
presence of horizontal refraction effects: The modal structure of the field is strongly
modified along the East coast of Corsica. The N×2-D solution clearly shows three
propagating modes at all ranges along the θ = 90◦-azimuthal direction, whereas the
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Figure 2: Maps of the region of interest in the Mediterranean sea (East coast of Corsica).
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Figure 3: Transmission loss (horizontal slices for a receiver at 30 m-depth and vertical slices
for a receiver at a fixed azimuth of 90◦) corresponding to N×2-D (left plots) and 3-D (right
plots) calculations at 15 Hz.

3-D solution exibits an horizontal deviation of the acoustical energy which leads to
shadowing effects for mode 3 and mode 2 respectively at 25 km and 45 km-ranges
along θ = 90◦. These effects are qualitatively the same as the ones that have been
analyzed and quantified in detail in ASA 3-D wedge benchmark studies [4] although



the environment parameters considered here are different.

5. DISCUSSION

It is well known that sound propagation modeling in 3-D and/or 4-D is often
limited by computational time issues. To overcome this difficulty, an existing 3-D
PE code has been implemented in a multiprocessor environment. The parallelization
strategy chosen is a suitable two-level procedure. First, a broadband signal calcula-
tion is efficiently accelerated by distributing independently on different processors the
calculations for each frequency. As expected, good computational performances are
obtained in this case since only few communications between processors are needed.
The second level of parallelization is dedicated to accelerate the calculations at a
single frequency. The distribution on different processors of all the required matrix
inversions provides also good results although communications are no more negligi-
ble. It is also now possible to use the parallelized version of the code in more realistic
configurations including geophysical data: An example has been presented in this
paper. We only focused on the acoustic problem at one single frequency. A modal
deviation due to a bathymetric slope has been clearly observed in our example. After
this preliminary study, future work will be specially addressed to broadband signal
propagation in realistic oceanic environments. Reasonable CPU times are expected.
Parallel computations overcome CPU time limitations and will make possible analy-
sis of 3-D acoustical effects for different propagation configurations with higher signal
frequency and/or propagation distance.
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